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ABSTRACT

This paper describes a general system for creating geometrically correct and complete 3D models of objects and
environments. The main process uses digital images and applies rigorous photogrammetric techniques. Once the images
are registered using bundle adjustment, points in selected locations are measured in all the images where they appear.
However, there are usually many parts of the scene that appear in only one image due to occlusions or lack of features.
These parts can be reconstructed in the 3D space from the coordinates in a single image and the mathematical model of
the surface determined by fitting a function to existing surface points. This produces a sampled geometry in the form of
points in the three-dimensional space however the connectivity or the topology is not known and must be determined
someway. The proposed approach relies on interactive point segmentation and automatic triangulation. Counting on
images for modeling is limited because the features that can be extracted are usually fewer then the required level of
details. To overcome this problem two options are implemented. First, large number of points can be automatically
added to surfaces of known shape, such as spheres, cylinders and quadrics, using a polygon subdivision method. The
second option integrates data from range sensors that can densely digitize the surface where filled out details are
required. The presented approach will be assessed by several examples representing various types of objects and sites.

1 INTRODUCTION

The computer reconstruction of objects and environments has a wide range of applications. Manufacturing and virtual
prototyping [Gomes de Sa et al], reverse engineering [Thompson et al, 1999], urban design and analysis [Teller, 1998],
architecture [Liebowitz et al, 1999], and cultural heritage [Sablatnig et al, 1996], are just few examples. Methods to
acquire the 3D data and reconstruct shapes have been progressing rapidly in recent years. However, many problems
remain to be solved and no approach is suited for all applications and all types of object and environment. This paper
presents an approach that aims to be limitless. It is semi-automated, can generate 3D data from multiple or single
images, can integrate data from active range sensors, and can automatically add points on surfaces of known shapes.
The resulting models are accurate, complete, easily created, and not restricted to specific application.

In this introduction the state of the technology is summarized followed by an overall description of our approach. In the
second part of the paper details of the approach are given. In the third part an evaluation of the geometric accuracy and
the ability to model details using various types of data is presented. Finally, some conclusions and future research
directions are outlined.

1.1 The Current 3D Digitizing and Modeling Techniques

Techniques for 3D digitizing and modeling have been rapidly advancing over the past few years. The ability to capture
details and the degree of automation vary widely from one approach to another. One can safely say that there is no
single approach that works for all types of environment and at the same time is fully automated and satisfies the
requirements of every application.

The process of creating 3D models from real scenes has a few well-known steps [figure 1]: data collection, data
registration, and modeling (geometry, texture, and lighting). There are many variations within each step, some of which
are listed in figure 1. Approaches that skip the geometric modeling step also exist. For example, panoramas [Szeliski et
al, 1997 and Chen, 1995], light fields [Levoy et al, 1996], and image-based rendering (images plus depth) [Kang, 1999],
are popular for applications that require only visualization or limited walkthrough. However, the lack of geometric
model impedes the accuracy and the freedom to render the environment from arbitrary viewpoints.
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Data Collection

Modeling

Registration
• Automatic or Operator in The Loop
• Sequential or global
• Positioning Devices

• Active 3D Sensors
• Video / Digital Still
• Sensor Fusion
• Positioning Devices
• Existing models or geometric data

Ensure:
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• Correct geometry
• Correct texture

Ensure:
•Min error propagation
•Convergence

Ensure:
• Details
• Realism
• High rendering speed

• Organized points
• Unorganized points
• Multi-resolution

Figure 1: The main steps for creating 3D models from real scenes.

Passive image-based methods, mostly based on photogrammetry, have been developed for specific applications such as
architecture [Debevec et al, 1996]. Those needing user interaction have matured to a level where commercial software
is now available (e.g. Photomodeler [http://photomodeler.com] and ShapeCapture [http://www.shapequest.com]).
Approaches that automatically acquire 3D points from a sequence of images at unknown locations, using projective
reconstruction, are available [Faugeras, 1992 and Polleyfeys et al, 1999]. These methods require images taken close to
each other (short baseline) in order for the automatic correspondence to work. This makes them more noise sensitive
and numerically unstable. However, they can be useful for applications that do not require high geometric accuracy but
need realistic looking and easy to create models. Techniques based on a single image plus constraints were developed
for specific objects such as buildings [Liebowitz et al, 1999 and van den Heuvel, 1998]. The Main Advantage of all
passive image-based methods is that the sensors are inexpensive and very portable. However, due to the need for
features, incomplete models may result particularly on irregular geometry or sculptured surfaces.

Active sensors (e.g. laser scanners) have the advantage of acquiring dense 3D points automatically [Beraldin et al, 1999
and Sequeira et al, 1999]. They also produce organized points suitable for automatic modeling [Soucy et al, 1996].
However, the sensors can be costly, bulky, and affected by surface reflective properties. Also a range sensor is usually
designed for a specific range, thus a sensor designed for a close range can not be used for a long range. Active methods
can be combined with passive methods to take advantage of the strength of each [El-Hakim et al, 1998].

For relatively simple objects, structures, or environments, most existing methods will work at varying degrees of
automation, level of details, effort, cost, and accuracy. Many researchers have presented examples of those types of
model in the past 5 years. However, when it comes to complex environments the only proven methods so far are those
using positioning devices, CAD or existing models and operator in the loop. Limited examples are available, most in
urban or city modeling [Coorg et al, 1999 and Gruen et al, 1998] and as-built factory models [Chapman et al, 1998].

1.2 Summary Of The Approach

The proposed approach attempts to integrate several techniques, each of which individually may not be general enough,
into a coherent system that has a wider range of applications. It is based on the following key ideas:

1. An easy to use interactive system can be more effective than the existing automatic methods. Some aspects of 3D
modeling, such as connectivity between points, can not be done based on the information extracted from the image
alone. Full automation often imposes restrictions on the type of object being reconstructed [Bailard et all, 1999],
the way the images are taken [Pollefeys et al, 1999], and may limit accuracy. Human intervention, at the critical
phases, can solve most those drawbacks and save the time required to edit the output of a fully automated process.

2. Correct geometry demand no compromises in the camera model, and registration is most accurate with a global
optimization technique. Moreover, reliability can be assured with continuous accuracy checks in every step.

3. For reasons detailed later, the system must be able to obtain 3D information not only from multiple images but also
from a single image.

4. The system should be able to integrate data from different types of sensor. With the existing technology, it is not
possible to capture all details with one type of sensor. Laser scanning is ideal for featureless sculptured surfaces
and geometrically complex shapes but may not be practical or feasible for large structures. On the other hand
image-based methods can model large structures, however may not be able to acquire details on unmarked surfaces.
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5. Even when using different types of sensor, some parts of a complex environment will not be captured due to, for
example, occlusions. Methods to interpolate or extrapolate to fill the gaps should be employed.

6. The system should be able to integrate models constructed from independent sets of images (e.g. a set of images
capturing a front of a building and another set capturing the back, the top, or the inside).

7. For large complex environments, the system must be able to take input from positioning devices (e.g. GPS).

This paper argues that implementing the above ideas will result in:

• Flexibility and less restriction on the type of object or environment in terms of complexity and size.
• High accuracy and reliability.
• Complete scene description.

This approach is suited for a variety of applications including accurate documentation of complex sites.

2 DETAILS OF THE APPROACH

To completely describe a complex scene we propose to practically combine several techniques. The basic approach uses
multiple overlapped images and photogrammetric bundle adjustment to find the global shape of the environment or
object. However, we also need 3D points from single images because the following cases are prevalent:

• Most images do not have enough features to describe all surfaces. Without feature, multi-images can not be used.
• Parts of the surface appear in one image only due to occlusions or incomplete coverage.
• In complex scenes, finding feature in multiple images can be time consuming and error prone.

We will also need additional techniques to automatically generate sufficient 3D points on non-flat surfaces that have
only few features. If the surface is of known shape, for example, a sphere, cylinder, or quadric, we can determine the
parameters of the surface from available features. Once this is determined, additional points can be added automatically
and projected into the images using the known image parameters. Another approach, which can be applied to smooth a
triangulated part of the surface, is polygon subdivision (Zorin, 1997). The initial set of triangles is split into smaller
triangles by adding, for example, a point in the middle of each side and fit B-splines to determine 3D coordinates of
new points. The process is repeated as many times as needed. However, the existing features may not be sufficient to
start this process. In this case an active range sensor such as a laser scanner is best suited for the local details

2.1 Main Features

Based on the ideas presented in section 1.2 and the above discussion, we designed a system with the following features:

• Complete camera calibration with all distortion parameters to provide solid basis for all subsequent computations
• Sub-pixel target and corner extraction
• Manual selection and labeling of points
• Photogrammetric bundle adjustment with or without control points (free network)
• Least squares surface fitting (planes, cylinders, spheres, quadrics, circles)
• Computes 3D from a single image, with fitted surface model
• Automatic addition of randomly distributed points on known surfaces
• Automatic polygon subdivision to smooth surface between existing triangles
• Automatic extraction and matching of targets, if available, after registration
• Interactively register and integrate data from laser scanners with main data sets from digital images
• Interactively register and integrate models created by independent sets of images
• Generates accuracy numbers for calibration, 3D points, registration, and fitting
• Accepts input from positioning devices
• Human assisted determination of point connectivity followed by automatic modeling

2.2 Main Steps

Figure 2 summarizes the main procedure steps. In the data collection step, overlapped images, usually from digital still
camera, are taken at wide base line and made sure to cover the intended object or site. If local details are needed on
some parts, those can be acquired with a range sensor. Placement of sensors dependents entirely on the site and the
application requirements and is beyond the scope of this paper.
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Figure 2: Summary of the overall procedure

2.2.1 Registration of Main Images. The images are displayed in the proper order and common points are extracted and
labeled interactively. If correct scale is required, some distances in the scene are also measured. Control points, if
available, or data from positioning devices (e.g. GPS), may also be utilized in this step. A bundle adjustment is carried
out to register the images. In addition to registered images, we also have a number of unorganized scattered 3D points.

2.2.2 Segmentation, Fitting, and Automatic Point Densification. The 3D points generated so far are not sufficient for
modeling. They are also unorganized, thus the connectivity, or the topology, is unknown. Three interrelated operations
are needed in order to add sufficient points and organize them to create a complete 3D model. Segmenting or grouping
3D points into sets each belonging to a different surface is the first step. Most existing automatic modeling methods
were developed for organized 3D points, such as the range images obtained from a laser scanner [Soucy et al, 1996], or
unorganized points belonging to specific types of object [Hoppe et al, 1992]. Unorganized points obtained from features
on various surfaces on different objects are almost impossible to model automatically since they are subject to many
possible interpretations. In our approach, the scene is visually divided into surface patches, each is triangulated and
texture mapped separately. Although this is specified manually by a human operator, it is easy to do since all that is
required is to draw, with the mouse, a window around the points belonging to the same surface set. Once this is done,
the modeling will be carried out fully automatic. Each set may be on a different surface, or the same surface may be
divided into several sets depending on the complexity of its shape.

 (A)  (B)

Figure 3: Using existing features to fit a known shape (sphere) then automatically adding any number of points.

Using any existing features on the surface set, 3D-point computation is first done interactively [Figure 3.A]. These 3D-
points are then used to compute the function defining the surface, using least squares fitting. The function is in turn used
to automatically generate new points on the surface [Figure 3.B, half with texture]. On more complex surfaces, we can
only interpolate between the existing triangles by a subdivision technique [Zorin, 1997]. For partially occluded surfaces,
a single image can be used to extend the surface. For example, in figure 4, we can extend the floor (4.A) or the side of
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the cabinet (4.B) by fitting a plane using the corners of the surface. We then use a single image and pick any point on
the surface. The 3D coordinates of this point can be computed from the image coordinates and the plane parameters.

 (A)  (B)

Figure 4: Using available features to fit planes and then extrapolate featureless points from single images.

2.2.3 Adding Range Data. This involves matching and integrating local detailed points obtained by a laser scanner to
the global model obtained by the image-based method. This is best described by an example. In figure 5, nearly all the

(A)

structure is easy to model with images
taken by digital camera. However, parts of
the surface contain fine geometric details
that will be very difficult or impractical to
model from images, such as the one shown
in figure 5.B. Those parts are best acquired
by a laser scanner and added to the global
model created from the images. To register
the detailed model shown in figure 5.C we
measure several features, usually 6, using
the images then extract the 3D coordinates
of the same features from the scanned data.
This is done interactively using intensity
images generated by the laser scanner. A
similarity transformation is then used to
register the two coordinate systems of the
two data sets.

The same idea is applied to integrate
models reconstructed from different sets of
images (item 6 in section 1.2 above).   (B)  (C)

Figure 5: (A) Images for global modeling, green boxes are the areas to be
scanned. (B) The range sensor. (C) The detailed model of area 1.

3 EXPERIMENTAL RESULTS AND ACCURACY ANALYSIS

We have extensively tested the performance of our system. Different types of object and environment have been tested
to demonstrate the concept of automatic point densification, measuring details that show in one image only, and
integrating different sensor data. Rarely any of the publications describing 3D modeling techniques address the issue of
geometric accuracy of the model. Here, we quantitatively evaluate the accuracy using directly measured dimensions
between features or known geometric parameters of objects (for example a radius of a sphere). We used simple objects
for the accuracy tests, however, this should be sufficient to represent the accuracy for any other object.

3.1 Example Models

Figure 6.A, B, and E show examples of models where most of the surfaces are planes. The use of plane fitting and 3D
from a single image was a must to complete those models. Many of the surfaces had no features except when they join
other surfaces. This made it impossible to obtain 3D from multiple images. Figure 6.C shows a structure where the
surfaces are quadrics. To get smooth surfaces, thousands of points were added automatically after fitting quadrics to
manually extracted points. This model took only 20 minutes to complete. Figure 6.D shows a structure consisting of
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cylinders and planes. The planes forming the grounds were extended from single image measurements, while the
columns were smoothed with several hundreds of automatically added points using cylinder fitting. Figure 5 above
shows an example of a model where digital camera and laser scanner data were combined to increase the details.

(A) (B)

                          (C)                                    (D)

(E)

Figure 6: Example of created models: (A) and (B) are objects with planar surfaces, (C) a large structure with quadric
surfaces, (D) is a structure with cylindrical surfaces, and (E) is an indoor site.

(A)

(B)

(C)

(D)

Figure 7: Accuracy test dimensions: (A) Indoor site, (B) Globe, (C) Test benches, (D) Planer walls.
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3.2 Accuracy Verification

In the tests shown in figure 7.A and C, several distances were measured between 3D points. The differences between
the computed distances and the directly measured distances were computed. Also radius computed from surface fitting
of the globe and a circle on the rim in figure 7.B are compared to directly measured values. Deviations from plane in the
walls showing in figure 7.D were also computed. Table 1 displays the results. Accuracy is estimated to be from 1: 2300
to 1: 6000, which is good considering that natural features were used for image registration and point measurement.

Description Actual value Difference Relative to site size
Distances d1, figure 6-A  (5 m view)

d2, figure 6-A
length of bench, figure 6-C (3 m view)
width of bench, figure 6-C
between targets 13-14, figure 6-C

1215
3810
2001
300
802

-1.5
-1.9
-0.5
 1.3
 0.5

1: 3700
1: 2900
1: 6000
1: 2300
1: 6000

Fitted surfaces Sphere radius in figure 6-B (2 m view)
Circle (rim) radius in figure 6-B
Planes in figure 6-D (2.5 m view)

300.5
351
plane

 0.35
 0.85
 0.60  off plane

1: 5700
1: 2300
1: 4200

Table 1: Results of accuracy tests. The values and differences are in mm.

4 CONCLUSIONS AND FUTURE WORK

The described system exhibits notable improvement in flexibility, accuracy, and completeness over existing approaches.
The system is mostly interactive with easy to use interface. Depending on the type of surface and the environment,
certain components are automatic. The main advantage of the approach is its flexibility in that it can use image-based
modeling from multiple or single images, combine multiple image sets, use data from positioning devices, and
integrates data from range sensors such as laser scanners. The accuracy achieved by applying a complete camera model
and simultaneous photogrammetric global adjustment of bundles is sufficient for most applications.

Although this interactive system can be used to model a wide spectrum of objects and sites, it is still desirable to reduce
human intervention, particularly when using a large number of images. Automation is particularly needed for:

• image acquisition and view planning (incremental on-site modeling may be needed),
• point extraction and matching before registration, especially for widely spaced camera positions, and
• determining point connectivity by segmentation of 3D points into groups.

Occlusions and variations in illumination between images affect existing automatic methods for correspondence and
image registration. Therefore, they need images taken at close intervals, which result in too many images as well as
reduced geometric accuracy. In addition, the resulting 3D points are not likely to be suitable for modeling. Therefore,
improved automated methods that do not suffer from these shortcomings are the subject of future research.
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