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Automatic urban object detection from airborne remote sensing data is essential to process and effi-
ciently interpret the vast amount of airborne imagery and Laserscanning (ALS) data available today. This
paper combines ALS data and airborne imagery to exploit both: the good geometric quality of ALS and the
spectral image information to detect the four classes buildings, trees, vegetated ground and sealed
ground. A new segmentation approach is introduced which also makes use of geometric and spectral data
during classification entity definition. Geometric, textural, low level and mid level image features are
assigned to laser points which are quantified into voxels. The segment information is transferred to
the voxels and those clusters of voxels form the entity to be classified. Two classification strategies are
pursued: a supervised method, using Random Trees and an unsupervised approach, embedded in a Mar-
kov Random Field framework and using graph-cuts for energy optimization. A further contribution of this
paper concerns the image-based point densification for building roofs which aims to mitigate the accu-
racy problems related to large ALS point spacing.

Results for the ISPRS benchmark test data show that to rely on color information to separate vegetation
from non-vegetation areas does mostly lead to good results, but in particular in shadow areas a confusion
between classes might occur. The unsupervised classification strategy is especially sensitive in this
respect. As far as the point cloud densification is concerned, we observe similar sensitivity with respect
to color which makes some planes to be missed out, or false detections still remain. For planes where the
densification is successful we see the expected enhancement of the outline.
© 2013 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS) Published by Elsevier

B.V. All rights reserved.

1. Introduction and Related Work

Reliable detection and delineation of urban objects in airborne
remote sensing data are still ongoing and relevant research topics.
Automation of data interpretation is indispensable in order to pro-
cess the ever increasing number of digital airborne or satellite
imagery and airborne laserscanning data (ALS). In a practical pro-
duction workflow, however, methods will only be accepted if they
deliver complete and correct results.

In this context, the ISPRS benchmark test on urban object detec-
tion and reconstruction (Rottensteiner et al., 2012; ISPRS WG I11/4,
2013) offers a unique possibility to compare state-of-the-art meth-
ods and to identify common strengths or weaknesses and subse-
quently stimulate the development of enhanced algorithms.

In this paper, we focus on the detection of the four major object
classes in urban environments, namely buildings, trees, vegetated
ground and sealed ground. All these classes are relevant for topo-
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graphic mapping tasks, at least in a pre-processing step, like the
detection of sealed ground to facilitate follow-up processes like
road extraction.

For an easier analysis of existing approaches, it is convenient to
distinguish between the detection task as such and the accurate
estimation of object outlines.

1.1. Detection

Many methods that have been proposed for urban object detec-
tion from airborne sensor data either use point clouds from ALS or
from dense image matching (multiple view stereo, MVS) solely, for
some relevant work see (Dorninger and Pfeifer, 2008; Bulatov et al.,
2012; Lafarge and Mallet, 2012; Niemeyer et al., 2012). Despite the
fact that point clouds alone are well suited for the detection and
classification of buildings and trees, one cannot reliably distinguish
between sealed and vegetated areas at ground level, especially
when no reflectance or full wave information is available in case
of ALS.
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Research on fusion of height and image information leads to
better detection and separation of the named classes, see e.g. (Zeb-
edin et al., 2006; Rottensteiner et al., 2007; Khoshelham et al.,
2010; Awrangjeb et al., 2012; Grigillo and Kanjir, 2012; Wei
et al., 2012), where the latter two are also contributing to the ISPRS
benchmark test. However, looking at the details some common
open issues can be identified.

e Pixelbased vs. segment-/object-based classification: The question
of the entity which is to be classified has long been discussed
in literature. There are two main strategies: (a) classify each
instance of the smallest available entity, like each pixel or point
and - if desired - smooth and group the finally labeled data in a
post-processing step, and (b) in a pre-processing step, group all
of those smallest entities to larger compounds having similar
properties and hence probably belong to the same class and
perform a classification on those segments, possibly followed
by a grouping, e.g. according to geometric features. The latter
strategy is also referred to as object oriented image analysis
(Blaschke, 2010). The segment- or object-based approach gives
better results in man-made scenes and if very high resolution
sensor data is available (Khoshelham et al., 2010).

To our knowledge, however, there is not yet an approach avail-
able which exploits both 3D geometric and spectral information
for a proper segmentation. Barnea and Filin (2013) do this, but
for terrestrial laserscanning scenes, where one scan per station
is converted into a depth image and fused with a co-registered
RGB image. This method, however, treats the problem basically
in the 2.5D space, and therefore an extension to 3D is not pos-
sible straightforward.

Supervised vs. unsupervised classification: Another comparison
criterion is whether the authors develop a supervised or unsu-
pervised, where no training data needs to be provided. Both
strategies have their own advantages. While the first group of
approaches are more flexible regarding data and feature quality
and selection, the latter techniques can work autonomously.
Khoshelham et al. (2010) compare different supervised tech-
niques for fused ALS and image data and Rottensteiner et al.
(2007) analyse an unsupervised method based on the Demp-
ster-Shafer theory of evidence (Gordon and Shortliffe, 1990).
Recently, Lafarge and Mallet (2012) applied a Markov Random
Field (MRF)-based on optimization technique, using the
graph-cut framework (Boykov et al., 2001) for object detection
in ALS or MVS data. The latter approach combines spatial neigh-
borhood with geometric features, and so far no literature is
known to us which employs this successful strategy to fused
image and height data.

Geometry: If only ortho rectified images are available, the qual-
ity of height and image data fusion is hampered by relief dis-
placement, cf. (Rottensteiner et al., 2007). If high-rise
buildings are available in the scene, a proper co-registration of
height and image data, i.e. using either a true ortho image or
the original perspective images, is indispensable.

From this brief overview we can conclude that for a complete
and correct detection of urban objects in high resolution remotely
sensed data, a combined use of height and spectral information
would lead to better results, compared to a sole use of either
source. Although previous work showed that a pre-segmentation
of the data will help in classification, the incorporation of both,
height and spectral information in the segmentation has not been
demonstrated so far. As far as the classification strategy - super-
vised vs. unsupervised - is concerned, we can see interesting
developments from the machine learning and computer vision
community. In some earlier work we already used those methods
(Gerke and Xiao, 2013), but to the best of our knowledge a

comparison of supervised and MRF-based classification method
has not been done yet for fused ALS and airborne image data.

1.2. Building outline estimation

The delineation of 2D building outlines is not done explicitly in
most approaches; the classified pixels or rasterized ALS points of
the respective object are directly interpreted as outlines. For pix-
el-based detection methods this quite simple technique leads to
unrealistic “zig zag” outlines (Wei et al., 2012). If a pre-segmenta-
tion of the data is performed, the shape of the final object boundary
is probably better (smoother) but in particular if the segmentation
is based on ALS data, the accuracy of the outline location and shape
depends on the actual point spacing (Sampath and Sha, 2007).

More sophisticated techniques like the ones presented by Dorn-
inger and Pfeifer (2008), Sampath and Shan (2010) or Brédif et al.
(2013) apply some advanced regularization techniques to better
represent the overall building shape, but still the final quality de-
pends upon the point spacing in case ALS data is used. Kim and Ha-
bib (2009) use the original images to enhance the outline of
building models, but they restrict themselves to pre-defined build-
ing primitives.

In (Xiao, 2012) we propose a new technique to locally densify a
point cloud using images. Given that the ground sampling distance
is smaller than the average point spacing of ALS point clouds, also
assuming sub-pixel accuracy for low-level image operators, this
technique should also obtain more accurate building outlines for
the fusion of airborne images and ALS data, compared to ALS-only
techniques.

1.3. Scope and contribution of this paper

In this paper we present a new method which consequently
integrates ALS and large frame camera images to exploit on the
one hand the very accurate, homogeneous and complete 3D geom-
etry from the point cloud, and on the other hand the spectral infor-
mation from the images to detect urban buildings, trees, natural
and sealed ground objects.

Two improvements compared to other works are developed.
The first one concerns the introduction of a new advanced segmen-
tation strategy which already exploits urban object properties. The
second one is an extension of the HPR (Hidden Point Removal)
operator (Katz et al., 2007) for a visibility check needed to combine
color information from airborne images and from the ALS point
clouds.

We use the same features to compare and evaluate a supervised
approach, based on Random Trees (RTrees) classification (Breiman,
2001), and a fully automatic method, based on graph-cut optimiza-
tion (Boykov et al., 2001).

Furthermore, we describe an enhancement of our method to
plane-based point cloud densification using the full image infor-
mation, which was initially introduced for oblique views (Xiao,
2012).

2. Data Preparation

We assume irregular ALS data and images including proper ori-
entation and calibration information are available. In order to pre-
pare the data for further processing, we (1) filter the ground points
and compute normalized heights for non-ground points, (2) apply
spatial enumeration, that is we convert the point cloud into a voxel
representation, and (3) determine which points are visible per
image.
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2.1. Ground filtering and height normalization

One obvious property of buildings and trees as compared to
other objects in urban scenes is that they are significantly elevated
above the ground, thus the so-called normalized height - height
above ground - is a feature which is used in most urban classifica-
tion approaches. We use the tool lasground, being part of lastools
(Rapidlasso, 2013), to label each point whether it is a ground point
or not. The software largely implements the method proposed by
Axelsson (2000), i.e. it is based on mesh simplification. In a subse-
quent step for each off-ground point the height difference between
that point and the closest ground point is computed and stored as
the normalized height.

2.2. Spatial enumeration

Another pre-processing step is to perform a voxelization of the
point cloud. The motivation for this is to achieve a more regular
point pattern for ALS data. This is of particular importance in strip
overlapping areas. However, the point cloud segmentation and the
point-based geometric features such as normalized height and
plane normal related measures as introduced below are computed
from the original data. In this sense the voxels only carry the infor-
mation derived from the points inside a particular cube. The voxel
cube side length is defined in order to ensure a good sampling of
the original data, i.e. it is adjusted to the approximate point
spacing.

2.3. Visibility analysis

For the fusion of image information with the 3D point cloud, we
need to perform a visibility analysis to ensure that each ALS point
retrieves the spectral information from the correct pixel in an indi-
vidual airborne image. In the literature we basically find three dif-
ferent categories of approaches to solve that problem: surface-
based, voxel-based and based on a convex hull. The first type of
methods, where one applies ray tracing methods using surfaces
to detect obstruction, is reliable, as long as one can derive a correct
(3D) mesh of the point cloud. However, especially in the case of
ALS data where for instance building walls are only sparsely or
not represented at all, this is not possible without having addi-
tional semantic information available. The same holds for voxel-
based techniques (Nyaruhuma et al., 2012), where obstruction is
identified relying on a voxel representation. For both types of ap-
proaches points in the background might be labeled as being visi-
ble because the input data only insufficiently represents the scene.
The Z-buffer method, which is used in computer graphics for scene

rendering would have the same problem, since it also relies on a
closed surface object representation (Amhar et al., 1998). An inter-
esting approach which does not need any expensive pre-computa-
tions and works with point cloud data directly is presented by Katz
et al. (2007): the so-called HPR (Hidden Point Removal) operator.
The idea behind this method is that if we reflect the point cloud
with respect to a sphere which is centered at the observer (image
projection center in this case), all points located on the convex hull
of the flipped point cloud are assumed visible. This algorithm also
works reliably for ALS, however, the critical step is the approxima-
tion of R - the radius of the sphere. If it is too small concave struc-
tures might not be projected on the convex hull, and if it gets too
large background points might be placed on the hull. In order to
find a good R we implement a similar strategy as proposed by Katz
et al. (2007): a second virtual camera is placed opposite of the ac-
tual one with respect to the center of gravity of point clouds, and
we find an optimal R by maximizing the difference of number of
points visible from both cameras: imagine a simple horizontal
plane. In that case all points will be visible, regardless of whether
the observer is above or below, so the difference of visible points
will be zero. However, if there are some structures on top of the
plane, only the camera placed above will “see” (may be only parts
of) it, while for the camera from below only the ground points re-
main visible, so the difference of number of visible points is at a
maximum. To reduce the computation time, this visibility analysis
is done once per image, and the visible points per image are stored
individually and used later on.

See Fig. 1 for an example of the implemented visibility check.
Part (a) shows the complete ALS point cloud while (b) shows a
cut-out of one aerial image. The encircled regions depict sample
areas from the ALS which are occluded by the tall buildings in
the image. In part (c) the filtered point cloud is shown, where only
ALS points are depicted which are visible in the image. The point
color is grabbed from the image (nearest neighbor).

3. Method

The workflow of processes within the method we propose is
sketched in Fig. 2. The input is given by the original ALS data, its
voxel representation (see Section 2.2) and the airborne images.
Features are computed from the point cloud and from the images
and assigned to each voxel. After the segmentation, which uses
color and geometry, the feature values are assigned to the
respective segments. We then propose two different independent
classification schemes: a supervised approach, based on RTrees,
and an unsupervised approach which applies a graph-cut-based

Fig. 1. Example for visibility check, images from the Toronto dataset, see Section 4.2 for a description. (a) Complete ALS point cloud, (b) aerial image (cut out), (c) only points
corresponding to visible parts in the image, color grabbed from the image, black parts (also circles): non-visible areas. For the colored figure please refer to the online version

of this article.
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Fig. 3. Flowchart: segmentation of the point cloud considering geometry and color information. For the colored figure please refer to the online version of this article.

optimization scheme. Finally, the voxel clusters labeled as buildings
are fed into the method for the image-based point cloud densification.

3.1. ALS- and image-based features

One feature extracted from the ALS point cloud has already
been motivated in the context of data preparation, c.f. Section 2.1:
the normalized height of a point, i.e. its elevation above the closest
ground point. Besides this height value, which helps to separate
building roofs and trees from ground, we look at planar faces.
Man-made objects are mainly composed out of planar faces, as op-
posed to natural surfaces like trees and shrubs. Research on build-
ing model generation from ALS has shown that those planes can be
extracted accurately and - depending on the point spacing and the
plane size - reliably from point clouds (Oude Elberink and
Vosselman, 2011). So, we estimate per point the normal of a face,
composed out of the 10 closest points in the vicinity. The number
of points to be considered in the neighborhood is dependent on the
point cloud density and this actual value was found to be good for
the data used later. Some empirical tests revealed, however, that
the overall classification result is not influenced significantly as
long as this number is within reasonable limits. One feature we
use is the residual of the normal, which indicates whether the
surface is smooth or rough, and this is helpful to separate natural

from artificial surfaces. The residual of the normal corresponds to
the smallest eigenvalue of the covariance matrix associated with
the center of gravity, computed from all points under consider-
ation; the normal vector is the corresponding eigenvector. In
addition, we are interested in the Z-component of the normal
vector since it helps to distinguish horizontal from slanted planes.
For the classification problem at hand this feature contributes to
the identification of building roofs.

From the images, we compute color values (Hue, Saturation,
and NDVI if infrared is available), texture in the form of a standard
deviation in a 9x9 matrix around each image pixel, and straight
lines. The line growing algorithm by Burns et al. (1986) is used
to extract straight lines. We then encode per image pixel belonging
to a straight line, the length and direction of that line as two
features. Again, the incorporation of such an information into the
classification will help to distinguish man-made from natural ob-
jects, since at man-made structures, such as roofs or road surfaces
we find linear elements. The color and texture features help to
identify vegetation.

Thanks to the visibility analysis (Section 2.3), we ensure that
image based features are assigned to the correct voxel. Since we
have overlapping images, values for a certain feature will be ob-
served in multiple images. Therefore, the final feature value will
be computed from the median of all input values.
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3.2. Segmentation of point cloud

From the related work, we learnt that a meaningful pre-seg-
mentation according to some basic geometric - and optimally -
spectral information producing ideally an oversegmentation of
the actual objects leads to better final classification results. In par-
ticular we are aiming at detecting buildings, trees, natural and
sealed ground. While the majority of buildings or sealed ground
areas are physically composed out of planar faces, tree (crowns)
are normally not this regular. Concerning natural ground the geo-
metric shape heavily depends on the low vegetation type (lawn,
shrub). A plane-based segmentation of the point cloud would al-
ready help to separate most classes (Xu et al., 2012), however there
will remain a large risk of undersegmentation. Consider two exam-
ple cases: a road is connected directly to a lawn area. A plane-
based segmentation would define the entire area as one entity
and thus result in a wrong subsequent classification. Second, a tree
is standing close to some road furniture, like lamp-posts or traffic
lights and all these objects from a cluster of non-planar points.
Again, feeding that as one segment into a classification would re-
sult in a wrong and inaccurate labeling.

To reach a better pre-segmentation our strategy makes besides
geometric properties also use of color information, c.f. Fig. 3. In a
first step the original point cloud is segmented using the region
growing algorithm, proposed in (Vosselman et al., 2004), yielding
a segmentation according to planarity of segments. The segmenta-
tion information is then assigned to the voxel representation. All
voxels not assigned to a planar segment are clustered according
to spatial distance (connected components). To further sub-seg-
ment the planar segments and connected components depending
on the surface type a mean shift segmentation (Comaniciu and
Meer, 2002) is applied, where the NDVI - or if NIR is not available
— the saturation is used as feature.' Each class from mean shift de-
fined in the feature space is assigned to the point cloud and a con-
nected component clustering is done per class repeatedly to avoid
spreading of a class over the entire area. In a final merging step small
segments below a pre-defined threshold are fused with the adjacent
segment which has the most similar NDVI (or saturation, respec-
tively) value. In Fig. 4 an example is provided which illustrates the
method. The original ALS point cloud is shown in (a) and (b), where
the color codes the height in (a) and (b) shows the initial plane based
segmentation result. The encircled area shows small garden areas in
front of the building (see false color image in ¢) which are on the
same plane as the adjacent road and thus assigned to one joint seg-
ment. After the mean shift segmentation the large plane is subseg-
mented (d). Although now we can observe an oversegmentation,
the final classification result (e) shows a good separation of the
sealed ground (turquoise) and the vegetated ground (light green).
Note that for a better visualization the ALS points are drawn with
a quite big diameter, leaving them dilated.

3.3. Combination of features per segment

We need to compute per feature one value per segment, be-
cause the latter one is the entity which will be classified. Therefore,
we compute a mean value per feature, associated to each segment.
In addition, we compute a standard deviation which is used as
weight in the optimization-based classification. To summarize,
the following features are available per segment:

1 We conducted several experiments, also with the Excess of Green-Index (Gée et al.,
2008), but in the end the saturation turned out to best suit our needs here. Note that
at this stage it is important to only roughly discriminate different surface types, and
not to perform the actual classification.

e normalized height: helps to distinguish ground from non-
ground segments,

e z-component of plane normal: helps to distinguish horizontal

from slanted planes,

residual of plane normal: a measure for segment roughness,

2 or 3 color features: hue, saturation, NDVI (if IR available),

e standard deviation in a 9x9 window (image): texture measure,

related to surface properties,

straight line length/direction (2 features): evidence for man-

made structures.

3.4. Supervised classification of segments using Random Trees

In earlier work we compared already adaptive boosting “Ada-
Boost” (Freund and Schapire, 1996) and Random Trees (RTrees)
(Breiman, 2001) for the supervised scene classification and found
out that both approaches perform similar (Gerke, 2011). Therefore,
in (Gerke and Xiao, 2013) and also in this paper we only apply the
latter method. The focus of this paper is to compare supervised and
unsupervised methods using the same features and thus we regard
it reasonable to choose one of these methods.

Reference labels as created by an operator by annotating the
original images are transferred to the point cloud using a simple
backprojection of the 3D points to the images, but only considering
points in the respective image which are actually visible. The fea-
ture vector per segment is then fed into a RTree learning scheme.
In order to monitor the quality of learning, that is to detect overfit-
ting, the training and prediction is done several times, where each
time a different subset (about 20%) of reference data is used for the
training. Since in later experiments no significant difference
showed up between the single runs, only the first result is used
in later sections to simplify the analysis.

3.5. Unsupervised classification in a MRF framework

The advantage of using a Markov Random Field formulation for
a classification task is that it combines observations (data term)
with a neighborhood smoothness constraint which helps to exploit
context information (Li, 2009; Ardila Lopez et al., 2011). Among a
selection of optimization methods to minimize the overall energy,
the graph-cut (Boykov et al., 2001) approach showed good perfor-
mance in the past, e.g. for oblique airborne image classification
(Gerke and Xiao, 2013). According to the overall strategy each vox-
el will retrieve an individual label, and the neighborhood is defined
in the 3D lattice, as well. To represent the segmentation, the fea-
tures as computed per segment will be used for the respective vox-
els inside.

We distinguish the four main classes building, tree, vegetated
ground and sealed ground and also add a class background to repre-
sent “empty” voxels.

The total E energy is composed out of the data term and a pair-
wise interaction term:

E:ZDP(fp)+ Z Vg (fo. fa), (1)

peP (p.q)eN

where D,(f,) is the data energy at point (i.e. voxel) p for class f,. V4
is the pairwise interaction potential, considering the neighborhood
N. In particular we use the Potts interaction potential as proposed
by Boykov et al. (2001) which adds a simple label smoothness term:

qu(fwfq) = quT, with (2)
0, iff,=f, and

T=1" p=Ja 5

{1, else 3)

See below for a note on the value chosen for the smoothness pen-
alty constant 7.
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(a) ALS: color coding height

(b) initial plane based
segmentation (under
segmented)

(c) false color image

(d) final segmentation

(e) final classification:
-turquoise: ground sealed
-light green: ground veg.
-dark green: tree
-red: building

Fig. 4. Example for the proposed advanced segmentation procedure. Co-planar objects of different type get accurately separated. Images from Vaihingen dataset, see
Section 4.1 for a description. For the colored figure please refer to the online version of this article.

Features contributing to the data term are normalized to the
range [0, 1]. Internally all features are stored in 8bit images, i.e. in
a resolution of 1/256. Especially for height values this is the reduc-
ing factor, and needs to be taken into account.

The feature values contribute to factors for the total energy,
depending on the actual class. Each factor Sy is initialised with 1
to avoid that in case a feature does not contribute evidence for a
particular class the total energy vanishes.

Normalized Height my (represented in dm): In the energy compu-
tation we consider that ground objects have a low height, and -
depending on the object type - buildings or trees have a signifi-
cantly large height above terrain. The energy is proportional to
the height difference to some pre-defined threshold values,
depending on the object type. For instance, for ground objects
the difference to 1 m, i.e. 10 dm, is used as energy value and com-
puted as my;o = |[my — 10|. The fact that we can store only 256 dif-
ferent values means that we can represent normalized heights up
to 25.5 m. All heights above this value are set to that maximum.
For our task this does not restrict the functionality since the nor-
malized height is basically used to differentiate ground from
non-ground features only.

min(Myso, Myeo, Mugo),  if f, = building
if f, = tree
My, else

Sy = Mo,

Since the height is defined in dm, Untitled Document 1the energy
formulation for buildings is in this example best for buildings up
to 9 m, but can easily extended for taller buildings.

Line Length m;_ and my: If one or more lines are assigned to the
segment where the voxel is located, we compute two different val-
ues: m;_ the difference in length to the shortest line in the overall
area and my, : the difference in length to the longest line. Those two
values are used in the energy computation, depending on the class
assuming that longer lines can be found at buildings.

{mLJﬁ if f, = building
S.=
m;_, else

Note that if less than two lines are available within a voxel, S; re-
mains the initial value S; = 1, i.e. it is neglected within the energy
computation.

Plane Normal, Z-component mz: This feature is to distinguish
horizontal from non-horizontal planes and the basic idea is that
for building roofs we can have horizontal planes or inclined planes,
while the former one is supported through a large m; (close to 1,
thus minimum energy at 1 —my) and the latter one is expected
to show m; values around 0.5. For sealed ground we assume hori-
zontal planes.

min(1 —myg, (0.5 — mg|), if f, = building
Sz=41-mg, if f, = sealed_grnd
min(1 —mgz, 0.5 —mg|)+C, else

For tree and vegetated ground areas the normal vector cannot con-
tribute any evidence - it is arbitrary. In order to avoid the impact
of this ignorance on the total energy, the factor for those classes
is the same as the minimum energy contributing to the other two
classes, with an added very small constant energy C.

Texture: Standard Deviation my: This texture measure is useful to
characterize surface roughness. It is computed as the standard
deviation in a sliding 9x9 window in an image. Since we assume
a large value for trees we also compute the overall maximum stan-
dard deviation myy,.. The smaller the difference to the maximum
value, the smaller also the energy for the tree-class.

Sr— {'mT_meaxL iffp:tree
e mr, else
Color mc: If an infrared color channel is available in the image data

we compute the npvi, otherwise we use the RGB values to compute
the saturation (sat) and HUE values.
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npvi: this index is defined in [-1,1], but here normalized to
[0,1]. The closer it is to 1, the more likely it is vegetation, i.e. the
respective energy should be small.

S, =

N

{ 1-mg,, if f, e {tree,veg_grnd}
Mmey, else

saT and HUE: We observed that the saturation is generally high for
vegetation, while it is low for sealed areas, therefore the saturation
is used in a similar manner as the novi to compute the energy Sc;. In
the Hue definition the color green is defined at 120°. Hence we as-
sume that vegetation has a peak around that hue value, while
sealed areas show a relatively small signal there:

{ |me, — 120,
min(|mc|, |mc, — 240])

if f, € {tree,veg_grnd}
else

Gy =
Note: For the sake of simplicity the fixed angular values are given in
the original unit in this equation. In practice they are also scaled to
[0,1].

To consider the uncertainty inherent in the feature values, we
add a penalizing energy Sp,,, to each factor which is proportional
to the standard deviation computed during the merge of feature
values per segment.

So finally each feature contributes to a final factor
S, = So + Sg,., per object class which is defined in [0, 1]. The energy
computed from all features voting for a certain label p is

Dy(f) = SlH(fp) 'S/L(fp) : S/Z(fp) 'S/T(fﬂ)'
{S’CN (), (if NDVI is available)

S’CS (o) - S/CH (fp), else

In the graph-cut implementation we use, the energies need to be
presented as integer values. Some internal experiments showed
that an actual ranking of the energy per entity gives the best result.
Thus we assign an energy defined in [0, N — 1] — where N is the num-
ber of classes - to D,(f;), according to the sequence in the original
D, (f,) computation. Another reason to choose this ranking is that
the smoothness penalty constant Z,, can be adjusted accordingly.
In our experiments we set it to 1.

3.6. Image-based point cloud densification for buildings

The basic idea behind this densification method is that planar
faces, initially extracted from point clouds, have a good absolute
geometric accuracy, but borders are not defined well because of
the restricted ALS point cloud density. At the same time image
information from the very same plane can help to refine the bor-
ders by combining area based features with edge information. A
basic assumption is that the GSD of images is better than the aver-
age point cloud spacing. The proposed densification is done per
plane obtained from the plane-based point segmentation of the
classified building points, hence it relies on the initial classification.
Given that a plane on the building would mostly have homoge-
neous spectral representation, the source images are segmented
using spectral information. Edges of roof planes normally appear
straight, so that straight lines are also used to control the final re-
gion extend.

A grid space of finer resolution than the ALS data is created for
the densification, 20 cm GSD in the experiments here. Each pixel in
the grid space contains values from several image features. Then a
graph-cut classification approach is implemented for the features
combination and final classification into the two classes building
and background. The energy is of the same form as defined in Eq.
(1). The data energy term D,(f,) comes from the graded value G,
derived from image segments and the smoothness term V,,(f,f)

represent the interaction between the roof points and the edges
defined by straight lines.

D [ 1-Gy, if f, = building
blfp) = Gy, if f, = background

We use the graph based method by Felzenszwalb and Huttenlocher
(2004) for the color segmentation, which is able to preserve details
in low-variability image regions but ignore details in high-variabil-
ity regions. Segments in each image are selected by projecting plane
points back into the image after visibility check. If the number of
the points falling into the segments reached a threshold, the value
of this segment Cs, is calculated:

2
N,
b
Aseg

Cseg =

with Np.: number of original ALS points falling into the particular
segment, and A,g: area of the image segment. Using this definition
image segments which are covered by more initial points get a lar-
ger Cgg, i.€. it is larger for segments on the roof as for the ones cov-
ering roof and background. After calculating the values of all tested
segments, Cs, is normalized into [0,1] by the maximum and mini-
mum values. Then the segments from each image are resampled
into the grid space. The value of each grid pixel G, is the average
of segment values from all images.

The smoothness term defines the interaction between the
building pixels with the edges which is represented as the straight
lines in the neighborhood. Image straight lines extracted in the
context of image-based feature computation are re-used. Straight

REF— Building | Tree Seal Grd | Veg Grd
Building 0.971 0.017 0.012 0.000
Tree 0.010 0.767 0.029 0.194
Seal Grd 0.000 0.000 1.000 0.000
Veg  Grd 0.000 0.000 0.000 1.000

Confusion matrix RTrees Area 1 using own reference data,
overall accuracy 91.5%

Building | Tree Veg Grd

Completeness area 91.2 46.7 48.8
Correctness area 90.3 67.8 65.0
Completeness obj 86.5 40.0 36.8
Correctness obj 91.4 54.5 26.7
Completeness objXL 100 75.0 50.0
Correctness objXL 100 100 75.0
RMS [m] 1.1 1.6 1.4

Evaluation RTrees Area 1 using benchmark reference data.
Completeness and Correctness values in %

REF— Building | Tree Seal Grd | Veg Grd
Building 0.986 0.008 0.005 0.001
Tree 0.067 0.689 | 0.062 0.182
Seal _Grd 0.076 0.001 0.911 0.011
Veg _ Grd 0.051 0.023 0.420 0.507

Confusion matrix MRF Area 1 using own reference data,
overall accuracy 90.7%

Building | Tree Veg_Grd

Completeness area 93.3 44.3 32.0
Correctness area 86.5 69.8 74.6
Completeness obj 91.9 34.0 21.1
Correctness obj 79.1 48.1 53.3
Completeness objXL 100 62.5 25.0
Correctness objXL 100 100 100.0
RMS [m] 1.4 1.6 1.4

Evaluation MRF Area 1 using benchmark reference data.
Completeness and Correctness values in %

Fig. 5. Results Area 1.
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lines close to selected segments are picked out. In order to project
them into the grid space, they are restrained onto the processing
plane. Besides the lines from images, 3D lines generated from the
stereo intersection of those 2D lines are employed. Higher weights
are assigned to the 3D lines since they are visible from at least
three images thus treated more robust than the projected 2D lines.

Semantically, the building points should be on the same side of
an edge, hence the neighborhood is defined accordingly (Lafarge
and Mallet, 2012):

distance(p,q) <d and

(p.g,) eN = { O(p,L) = 0(q,L)

d is the maximum distance between the locations of two neighbor-
ing pixels. L is a straight line close to the pixels. O(p,L) is the ori-
ented side in which the cell p is located with respect to L.

The pairwise interaction between neighbors is formulated as:

fo=fa & O(p,L) =0(q.L)
fo#fq & O(p,1)#0(q,L)
fp :fq &L=0

=1,else

Viglfp.fo) = €if

€ is a pre-defined penalty value, defined in [0,1]. It controls the
influence of lines in the classification, so a smaller € gives more con-
trol to lines. Again, the graph-cut based algorithm by Boykov et al.
(2001) is used to minimize the energy per plane area and ultimately
by this means to find the optimal classification of grid pixels into
building and background. Final building pixels are back-projected
into object space using the known plane parameters.

3.7. Evaluation methods

For the evaluation of our approach we only concentrate on the
ISPRS benchmark dataset (Rottensteiner et al., 2012; ISPRS WG I1I/
4,2013), because we believe that this is the most objective way to
evaluate the performance of the method. In addition those datasets
represent the diversity of European and North American City archi-
tecture quite well. Evaluation results are provided in different
ways: Based on own reference data which was labeled by an oper-
ator and (partly) used to train the RTrees classifier. Those evalua-
tion details are given in confusion matrices, which show the per-
segment result. Percentages refer to the total number of reference
entities, i.e. rows sum up to 100% (x because of round-off errors).
The overall classification accuracy is computed as the normalized
trace of the confusion matrix.

The official benchmark evaluation, which is provided here as
well, does not give any indication about interclass-confusion. It
gives completeness and correctness per object class in three differ-
ent computations: (a) per area, i.e. independent from object on a
pixel basis, (b) per object (obj), (c) per object, but only considering
large objects (objXL: objects larger than 50 m?). Results based on
own reference data and given in the confusion matrix can be com-
pared to the benchmark evaluation, but keeping in mind that own
evaluations are done on a per-segment basis: a main diagonal ele-
ment in the confusion matrix can be interpreted as a completeness
measure since it gives the actually detected number of segments in
relation to the entire number of reference segments for that partic-
ular object. The official ISPRS benchmark evaluation also provides
geometric accuracy evaluation in the form of a RMSE value of dis-
tances between extracted and reference objects. Note that the
ISPRS reference data does not cover the class sealed ground, but
our own evaluation provides this information.

4. Results
4.1. Vaihingen Dataset

The testdata provided by the ISPRS benchmark test was origi-
nally produced for the DGPF camera test (Cramer, 2010). The 20
Intergraph/ZI DMC-images in the block have a 65% forward and
60% sidelap, and thus a four-fold overlap is ensured; the ground
sampling distance (GSD) of the CIR images is 8 cm. A Leica ALS50
system was used for the ALS flight, the point density varies be-
tween 4 and 7 points/m?.

The ALS and airborne image data were acquired with one month
time difference (images 24 July, 2008 vs. ALS 21 August, 2008).
Although minor changes in the scene might occur, we can consider
the objects of interest static and unchanged.

4.1.1. Area 1: “Inner City”

The first area consists of rather old historical buildings with a
complex structure. Vegetation is available, but not dominant.

See Tables in Fig. 5 for confusion matrices using own reference
data and evaluation from the official ISPRS benchmark test. Both
results, from RTree and MRF, are provided.

Evaluation of the supervised method using own reference data
reveals a quite complete object (segment) detection result for all
classes, at least 76.6% for trees, but at the same time shows an in-

VegGmd | Seal. Gmd

Fig. 6. Area 1: Example for the most prominent type of misclassification: trees and
ground vegetation is confused (A, both RTrees and MRF), ground vegetation is
classified as ground sealed (B, mainly MRF). Label image from MRF classification.
Example for segmentations in (C) and (D), see text. For the colored figure please
refer to the online version of this article.
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ter-class confusion between trees and vegetated ground: 19% of ac-
tual trees got classified as natural ground, some 3% got classified as
sealed ground. The same tendency is confirmed looking at the offi-
cial benchmark evaluation. On an object basis the completeness for
trees is only 40% (for large trees 75%). Refer to Fig. 6 for an exam-
ple: the tree area (A) close to the building is interpreted as ground
vegetation. The label image is from MRF, but in the RTrees example
the similar error occurs. The reason for this is mainly in the uncer-
tain height definition for ground vegetation: areas with shrub are
considered as ground vegetation, so areas with smaller trees might
then be assigned to this class.

For the unsupervised classification, we observe the same good
quality for buildings, but also a similar trend concerning inter-class
confusion as for RTrees. In addition the classes sealed and vege-
tated ground get highly confused (42% of vegetated ground got la-
beled sealed ground), this is also reflected in the completeness
measure for vegetated ground using the ISPRS benchmark evalua-
tion. Those confusions occur in shadow areas: in those parts the
NDVI value is quite low and thus the energy in the data term in
principal becomes smaller for the sealed ground class. In the super-
vised RTrees this problem is not this dominant since those areas
are also part of the training set and thus the votes from NDVI
reflectance are better adapted to the actual scene. See part (B) in
Fig. 6 for a large shadow area next to the building resulting in
the label sealed ground, although it is a vegetation area.

Notes on segmentation and outline geometry. This area can also
be used to demonstrate properties of the segmentation which
makes use of both, geometry and spectral properties. The large pla-
nar area (C) in Fig. 6 was initially segmented as one large segment
from the region growing algorithm, but then got subdivided based
on spectral properties. Because of this, the left-hand sealed area

REF— Building | Tree Seal Grd | Veg_ Grd
Building 0.987 0.009 0.000 0.004
Tree 0.009 0.972 0.002 0.017
Seal _Grd 0.000 0.000 0.970 0.030
Veg_ Grd 0.000 0.000 0.000 1.000

Confusion matrix RTrees Area 2 using own reference data,
overall accuracy 97.9%

Building | Tree Veg _Grd
Completeness area 94.0 83.1 69.4
Correctness area 89.0 64.3 82.2
Completeness obj 78.6 69.2 57.9
Correctness obj 42.3 76.2 62.2
Completeness objXL 100 100 83.3
Correctness objXL 100 83.7 81.3
RMS [m] 0.8 15 13

Evaluation RTrees Area 2 using benchmark reference data

REF— Building | Tree Seal Grd | Veg Grd
Building 0.981 0.008 0.010 0.001
Tree 0.285 0.602 0.058 0.056
Seal Grd 0.005 0.003 0.975 0.017
Veg  Grd 0.008 0.012 0.364 0.617

Confusion matrix MRF Area 2 using own reference data,
overall accuracy 85.0%

Building | Tree Veg_ Grd

Completeness area 93.6 52.8 37.2
Correctness area 69.2 67.9 85.9
Completeness obj 78.6 41.7 36.8
Correctness obj 11.7 74.2 34.6
Completeness objXL 100 66.7 33.3
Correctness objXL 66.7 71.4 75.0
RMS [m| 0.9 1.5 1.3

Evaluation MRF Area 2 using benchmark reference data

Fig. 7. Results Area 2.

was correctly separated from the large lawn area, but - on the
other hand - also the shadow area got identified as own segment.
As such, this is not a problem, but such separations then increase
the risk of wrong classifications and this is also visible here (same
problem as in (B)). The area in (D) reveals an overall disadvantage
of the presented segmentation method: since information on first
and last pulse is not used here, building roof planes underneath
vegetation do get split up and only the vegetation is represented
in the segmentation.

The outline of segments is at the same time object boundary, gi-
ven the segment is not completely surrounded by segments from
the same class. The problems caused by shadow and vegetation
as mentioned above also have an impact on the object boundary,
which is visible in Fig. 6 as well. If, however, the building roof
can well be separated from the background, see the larger build-
ings in the figure, the outline is well preserved. However, concern-
ing the final outline we are affected by the ALS point density and
quantification effects from voxelization.

4.1.2. Area 2: “High Riser”

The second area shows some multiple storey apartment build-
ings, typical for a European sub-urban area or smaller cities. Those
buildings are mostly surrounded by trees and some natural ground
areas.

Again, Tables in Fig. 7 show evaluation results in the same setup
as before.

For this area the overall result (accuracy from own evaluation)
is better as for area 1, and compared to area 1 the inter-class con-
fusion between trees and vegetated ground is not as significant.
The evaluation using the ISPRS benchmark data shows lower cor-
rectness values, especially for trees. This is because in the reference

Height levels:
! | B: 265.90m
f C: 264.70m
e .
' ¢ 'ﬂ(‘; D} (wal. 266.70m
J , k.

5

£

Co

“Color codi grnd
(green), off-ground (red):

lor codingheight

Fig. 8. Area 2: Fuzzy object definition. Upper left: ISPRS evaluation result (blue:
false negative), upper right: false color image, showing the height levels around the
building appendix, lower left: ALS point cloud, color coding height, lower right:
color coding ground/off-ground status. For the colored figure please refer to the
online version of this article.
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data for the ISPRS benchmark trees are modeled as circles, while in
our approach we do not fit circles, and this leads to some excess
areas.

Results from the unsupervised method again show big prob-
lems related to shadow areas, and the NDVI, respectively. In this
case trees and buildings largely are confused: from the own refer-
ence data it shows that almost 30% of all tree pixels get labeled as
buildings, and this is also the reason for the small building correct-
ness score when the ISPRS reference data is used. In a similar man-
ner and for the same reason as explained for area 1, again,
vegetated and sealed ground get confused.

Another issue concerns the semantic object definition. Fig. 8
shows an example building from area 2. The upper left hand image
is from the evaluation, and this indicates that the appendix to this
building at the eastern side is missed in the extraction (blue pix-
els). This appendix is a ground-level kind of backyard, surrounded
by a wall. For this reason this area is assumed to be part of the
building. The automatic approach, however classified it as natural
ground since it is on ground level (see lower images) and covered
with vegetation, see false color image. Those fuzzy object defini-
tion are clear challenges for automatic object detection.

4.1.3. Area 3: “Residential”
In this third area we mainly find single detached houses and
garages with gardens and other green areas in the vicinity.

See Tables in Fig. 9 for the evaluation results.

In area 3 we can observe especially problems with small build-
ings/garages: some of them are missed in the classification and get
labeled as ground sealed objects. In addition we note a special arti-
fact here: there is a huge gap in the ALS point cloud, leaving large
parts of one building out. Possibly this is due to the surface of the
roof. Besides, in this area we can observe similar trends as in the
other areas. Fig. 10 shows the gap in the point cloud (A) and also
again a typical example for inter-class confusion of vegetated and
sealed ground areas.

4.2. Toronto dataset

The two test areas in Toronto, Canada, are covered by 6 images,
taken with a Microsoft Vexcel UltraCam-D. The forward overlap is
60%, but because of a sidelap of only 30% the two test areas are only
visible in one strip entirely. The GSD is twice as large as in the
Vaihingen dataset, 15cm, and only RGB spectral channels are avail-
able. The LiDAR system scanned the area using scan width of 20°
which reduces the occlusion effects caused by tall buildings; the
average point density is similar to Vaihingen; 6 points/m?.

The major problem with this dataset is that between the image
acquisition and the ALS flight some 2 years passed, in addition the
images were captured in leave-off season while the ALS data was
flown in summer. These circumstances make it very difficult to de-

REF— Building | Tree Seal Grd | Veg_ Grd
Building 0.962 0.018 0.012 0.008
Tree 0.007 0.967 | 0.007 0.020
Seal Grd 0.010 0.030 0.889 0.071
Veg  Grd 0.040 0.040 0.040 0.880

Confusion matrix RTrees Area 3 using own reference data,
overall accuracy 95.5%

Building | Tree Veg_ Grd

Completeness area 89.1 62.2 75.6
Correctness area 92.5 68.7 76.2
Completeness obj 75.0 44.5 64.0
Correctness obj 78.2 65.4 52.6
Completeness objXL 94.7 82.4 81.0
Correctness objXL 100 78.9 80.0
RMS [m] 0.8 1.4 1.1

Evaluation RTrees Area 3 using benchmark reference data

REF— Building | Tree Seal Grd | Veg_ Grd
Building 0.991 0.004 0.005 0.001
Tree 0.200 0.708 0.041 0.051
Seal Grd 0.031 0.003 0.953 0.013
Veg  Grd 0.021 0.032 0.257 0.690

Confusion matrix MRF Area 3 using own reference data,
overall accuracy 87.9%

Building | Tree Veg Grd

Completeness area 91.3 50.5 54.4
Correctness area 86.9 70.6 83.5
Completeness obj 83.9 36.5 36.0
Correctness obj 62.7 73.5 66.7
Completeness objXL 97.4 88.2 47.6
Correctness objXL 100 92.3 100
RMS [m] 0.9 1.4 1.1

Evaluation MRF Area 3 using benchmark reference data

Fig. 9. Results Area 3.
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Fig. 10. Area 3: upper image: colored point cloud, lower: classification result from
RTrees. Gap in point cloud (A) and example for vegetation/sealed ground confusion
(B). For the colored figure please refer to the online version of this article.

tect trees or low vegetation, further some buildings changed in be-
tween the two acquisitions. Fig. 11 shows in part (A) that tree
crowns are fully represented in the ALS point cloud, while in the
images only the branches of deciduous trees are visible, part (B)
shows a building which got extended in height significantly: in
the ALS it shows a height similar to the adjacent one (see color
code), while in the images it is much smaller.

Because of the mismatch between the datasets the classes trees
and vegetated ground are not considered here further.

4.2.1. Area 4: Mix of high and low, complex shapes

In area 4, defined in the Toronto dataset, we find a mixture of
tall and low rise buildings of different shape types; there are quite
a few tall towers, as well as a church and a park area in the scene.

See Tables in Fig. 12 for the evaluation results.

The completeness for buildings in RTrees is lower than in MRF,
and for correctness values we observe the opposite. This is a very
interesting observation and can be explained as follows. The rela-
tively small number of low-rise buildings causes in this case the
supervised, RTrees-based, classification to misinterpret those as
ground objects, while in the MRF, even if the height above ground
is only some meters, those get classified correctly as buildings. This
is the main reason why some buildings are missing in the RTrees
result, and hence for a lower completeness. The confusion matrix
from the own evaluation confirms this explanation since more
building segments get labeled as sealed ground in the RTrees than
in the MRF-based case.

On the other hand, especially the MRF-based approach relies on
color information to distinguish vegetated from non-vegetated
areas, but in this dataset there is not only a mismatch between
ALS and image information due to a time difference, but also the

Fig. 11. Examples showing large time difference between ALS and image flight (A),
also both flights were done in different vegetation periods (B). For the colored figure
please refer to the online version of this article.

REF— Building Seal _Grd REF— Building Seal _Grd
Building 0.894 0.106 Building 0.927 0.073
Secal _Grd 0.004 0.996 Seal _Grd 0.053 0.947

Confusion matrix MRF Area 4 using
own reference data, overall accuracy

Confusion matrix RTrees Area 4 using
own reference data, overall accuracy

91.3% 93.0%
Building Building

Completeness area || 71.5 Completeness area || 80.5
Correctness area 96.8 Correctness area 82.1
Completeness obj 77.6 Completeness obj 96.6
Correctness obj 57.0 Correctness obj 22.9
Completeness 78.9 Completeness 96.5
objXL objXL

Correctness objXL || 92.3 Correctness objXL || 67.1
RMS [m] 1.0 RMS [m] 1.5

Evaluation RTrees Area 4 using
benchmark reference data

Evaluation MRF Area 4 using
benchmark reference data

Fig. 12. Results Area 4.

RGB color information seems not to be sufficient to separate the
classes. This is why many trees get classified as buildings in the
MRF-based approach, and thus the correctness of the buildings
class is lower than for the RTrees case.

In Fig. 13 some examples are given, which are used to explain
some more difficulties. In the lower area of the classified label im-
age (I, A), one can observe a varying point density which hampers
detection. Parts B and C demonstrate that the human-made refer-
ence can contain errors. Actually those regions are not buildings,
but yards, partly with vegetation in (C). Those areas were correctly
labeled by the RTrees-based classification, but it has been assessed
as being false negative pixels. In contrast, the large low-rising
building with a height above ground of some 9 m, was not detected
by RTrees (see above for an explanation) and hence correctly indi-
cated as false negative.

4.2.2. Area 5: Skyscrapers
In this area we mainly find tall towers, which are partly con-
nected by flat roof buildings. Looking at the evaluation for this area
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Fig. 13. Area 4: I: labels from RTrees classification (buildings and sealed ground), II:
evaluation from ISPRS benchmark, yellow: false negative pixels (but object
detected), green: true positive pixels, blue: false negative pixels (and object
missed). (A) Shows that the point density is varying in this area, (B and C) show
errors in the reference: those spots actually show no buildings, (D) low-rising
building which is missed in the RTrees result. For the colored figure please refer to
the online version of this article.

in Fig. 14 we basically observe the same trend as in area 4: better
completeness for large buildings by the unsupervised approach,
but better correctness from the supervised method. The missing
buildings in the supervised method are all large area halls, but hav-
ing only a low height. The reason for missing them is the same as
above.

4.3. Image-based point cloud densification for buildings
We applied the point cloud densification to Vaihingen, areas 1

to 3, based on the supervised building classification result. In Ta-
ble 1 the ISPRS-benchmark evaluation for the buildings is shown,

REF— Building Seal _Grd REF— Building Seal _ Grd
Building 0.967 0.033 Building 0.882 0.118
Seal _Grd 0.101 0.899 Seal _Grd 0.004 0.996

Confusion matrix MRF Area 5
using own reference data, overall
accuracy 90.2%

Confusion matrix RTrees Area 5
using own reference data, overall
accuracy 96.3%

Building Building

Completeness area 78.5 Completeness area 73.2
Correctness area 92.2 Correctness area 92.8
Completeness obj 81.6 Completeness obj 76.3
Correctness obj 29.9 Correctness obj 20.4
Completeness objXL 7.6 Completeness objXL 82.9
Correctness objXL 91.2 Correctness objXL 73.8
RMS [m] 1.1 RMS [m] 1.4

Evaluation MRF Area 5 using
benchmark reference data

Evaluation RTrees Area 5 using
benchmark reference data

Fig. 14. Results Area 5.

and per item the change to the respective values from the super-
vised method is indicated. While the correctness increases tremen-
dously, first of all in the object based evaluation part, the
completeness decreases in most cases. Since only the previously
regions labeled as building are considered, the completeness can-
not increase, and because some parts get removed, the correctness
does increase at the same time. In contrast to theoretic expecta-
tions the geometric accuracy measured as the RMS error of dis-
tances between reference and extraction boundary does not
improve compared to the ALS-based segmentation.

The building parts indicated in Fig. 16A and D demonstrate typ-
ical problems related to the initial ALS point cloud density. At the
upper building the plane is quite narrow and in (D) the overall size
is small. For this reason the planes got skipped for the densifica-
tion. Examples for removed false building voxel clusters are shown
in Fig. 15B. The evidence from segmentation in the respective im-
age regions is not homogeneous, and therefore the data term will
have lower energies for the background class. For the same reason,
but with a negative outcome, shadow areas, such as (B) in Fig. 16 or
(A) in Fig. 15, remain false in the result. In shadow areas the seg-
mentation is homogeneous and therefore energy for building are
lower. The building (C) in Fig. 16 was missing already from the
RTrees classification (due to its relatively low height it was labeled
as sealed ground), and because only building voxels are considered
here, it remains missing.

The geometric accuracy is in general worse compared to the for-
mer classification, mainly because the mentioned missing planes
cause large deviations. On the other hand, if planes are completely
represented they fit quite well to the reference, see for instance
edges of the building with (B) and (D) in Fig. 16: in the Northern
and Southern part the delineation is quite accurate, demonstrating
the influence of used straight lines. This is expected since the ref-
erence used for the ISPRS benchmark are captured from the same
images.

5. Discussion

On average the building detection can be considered successful;
larger objects are quite completely and correctly detected by both
strategies, supervised and unsupervised. Exceptions are large areas
of the Toronto dataset and Vaihingen, area 2, where tree regions
got labeled as buildings.

Vegetation detection, and discrimination between sealed and
vegetated areas, rely on NDVI or RGB, but we saw that this is a
problem in shadowed areas. It is even more critical if - like seen
in the Toronto dataset - only RGB from a non-vegetation season
is available. While in the supervised approach the effects are mit-
igated because shadowed areas can also be part of the training
sample, the MRF technique will fail in those cases.

Another problematic issue concerns the height definition, espe-
cially for the differentiation between bushes and trees; are the for-
mer one trees as well, or is it low vegetation? For both
classification strategies this fuzziness leads to misclassification,

Table 1
Results image-based point cloud densification for buildings.
Area 1 Area 2 Area 3

Compl. area 87.4 -3.8 88.2 -5.8 83.3 -5.8
Corr. area 95.2 +4.9 98.0 +9.0 95.8 +3.3
Compl. obj 83.8 -2.7 78.6 +0 73.2 -1.8
Corr. obj 100 +8.6 100 +57.7 97.7 +19.5
Compl. objXL 100 +0 100 +0 92.1 -2.6
Corr. objXL 100 +0 100 +0 100 +0
RMS (m) 1.0 -0.1 1.0 +0.2 1.1 +0.3

Evaluation of buildings using ISPRS benchmark, comparison to Random Trees
results, Vaihingen.
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Fig. 15. Image-based point cloud densification, examples from area 2: upper image:
false color, middle image: initial RTree classification, lower image: result of
densification (buildings only). A: false positive in shadow, B: previous false
positives got removed. For the colored figure please refer to the online version of
this article.

but the supervised, similar as above, can adapt better to different
situations. As far as the geometry of trees is concerned it plays a
role whether in the reference tree crowns are modeled as circles
(as done for the ISPRS reference) or as an individual area. This dif-
ference in object definition is the reason for some mismatch be-
tween the own evaluation and the ISPRS benchmark result.

We also saw another example for the problem of fuzzy class
definition: based on some high level knowledge and experience a
human operator labels objects. Without higher level reasoning
some cases cannot be solved by automatic methods. For instance,
concerning the ground-level attachment to the building in area 2
a method would need to detect walls, find out that in this case
the wall is completely connected to the building and thus seman-
tically declare this a part of the actual building.

The new segmentation technique which exploits both, geome-
try from ALS and spectral information, enhances the classification
result in areas where different land cover is placed on the same
physical plane. However, in case of undersegmentation, for exam-
ple because of high vegetation adjacent to buildings, the

r .
g ’IP c - ‘—\/{’ v

Fig. 16. Image-based point cloud densification, examples from area 1: upper image:
false color, middle image: initial RTree classification, lower image: result from
evaluation of densification (buildings only), yellow: true positive pixels, red: false
positive, blue: false negative. (A) Missing plane, (B) false positive in shadow, (C) still
missing building, (D) missing plane. For the colored figure please refer to the online
version of this article.

classification might be wrong and the quality of the object outline
is hampered, as well.
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Concerning the image-based point cloud densification for build-
ings we observed that shadow areas are a main problem here as
well, since homogeneous texture is assumed an indicator for build-
ings, and in shadowed areas we might obtain oversegmentation.
Further, in the current method we need to set a threshold for a
minimum number of points located in an image segment. Such
strict thresholds prevent smaller roof planes from consideration.
Besides this, the majority of initial regions labeled wrongly as
building got removed and the outline of correctly refined planes
fits well to the reference.

6. Conclusions and outlook

In this paper, we present an approach which integrates ALS
point cloud and image-based features in object space for 3D scene
interpretation. The newly developed point cloud segmentation
which exploits color for subdividing planes and point clusters
works well in most cases. However, it turned out that the NDVI
channel which is used for sub-segmentation is quite sensitive to
shadow and this might lead to undersegmentation effects. The reli-
ance on the NDVI also poses problems for the classification, espe-
cially the unsupervised MRF-based approach. For this reason it
will be tested whether the brightness channel can be used in addi-
tion to include a proper weighting of the NDVI in shadowed areas.
To further mitigate the impact of wrongly classified vegetation seg-
ments a shape indicator like compactness could be used to dis-
criminate buildings and trees, also in the MRF formulation.

The MRF-based energy formulation is still not consequently
segment-based; the individual voxels retrieve per class an energy
derived from the segment it is assigned to, but further the segmen-
tation information is not exploited. It would therefore be interest-
ing to test to assign individual energy values per original voxel
(and thus avoid the smoothing of individual feature values), but
introduce a penalty for label changes across segment boundaries.

The object-space integration of geometric (point-based) and
low to mid level feature information from images is a very useful
approach for the interpretation of oblique airborne images. In
those images facade parts are visible and a traditional 2.5D ap-
proach will not work, or leave out very important information,
respectively. We showed already that the combination of point
cloud and image information for rule-based facade detection from
those images works out quite well (Xiao et al., 2012). To interpret
the entire scene we modified the approach shown here towards
facades, as well (Gerke and Xiao, 2013). More interesting would
be to extend the neighborhood term from the MRF-based energy
formulation towards a more semantic driven procedure. For in-
stance, it is quite unlikely that facade voxels are above roof voxels
and such configurations can be penalized in the model.

The two main problems with the image-based point cloud den-
sification - reliance on color and the use of strict thresholds for
points located in a segment - can be approached on the one hand
similar as proposed above: by introducing brightness and the nor-
malized height information in addition, and on the other hand by
considering neighborhood relations. If a small plane is not isolated
but adjacent to a larger plane it is likely to be part of the roof.
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